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Abstract: The diagnosis of diseases can be formulated as a classification problem, making 

it an NP-hard problem. This is the case for the two problems that this work aims to solve: 

the classification of tumor samples from patients suspected of having breast cancer as 

benign or malignant and the classification of samples from patients suspected of having 

type II diabetes as negative or positive. In order to make accurate diagnoses (classification) 

of these disorders, our idea is to construct approximate algorithms based on multilayer 

perceptrons, genetic algorithms, and algorithms that hybridize these alternatives. Numer-

ical experiments enable assessing and contrasting the effectiveness of various approaches 

using actual data sets. The results demonstrate that, in addition to outperforming algo-

rithms suggested in the literature in terms of performance, our ideas produce outcomes 

with classification errors that are nearly zero. 

Keywords: Classification, medical diagnosis, multilayer perceptron, genetic algorithms, hybrid al-

gorithms. 

 

1. Introduction  

The medical diagnosis is one of the most complex tasks to carry out since it requires 

the analysis of many factors such as Anamnesis (this is the information provided by the 

patient during the clinical interview only useful to analyse your clinical situation), symp-

toms, signs, physical examination [1]. The analysis of these factors and the doctor's expe-

rience results in a diagnosis that can be presumptive or definitive and, in certain cases 

must be confirmed by medical tests to reach a diagnosis.  

In the last decade, the trend of using Machine Learning Algorithms has become pop-

ular, offering many possibilities for autonomous decision-making. The areas of health 

have a remarkable evolution despite the fact that they are very special areas due to the 

complexity of dealing with the integrity of a human being, emphasizing that any error can 

be fatal for the health of the individual, being able to until it cost him his life.[2] 

Currently, it is possible to model complex problems by means of approximate algo-

rithms, modeling the behavior of complex systems, taking into account the particular char-

acteristics and random factors that define them. Such is the case of problems belonging to 

the field of Biomedicine [3], in particular, the diagnosis of diseases that can be formulated 

as a classification problem, given that it is necessary to examine the medical data (clinical 
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tests, physical examination, symptoms, resonance, tomography, etc.), or attributes, to de-

termine disease, or class. This makes medical diagnosis an NP-hard problem, as is the case 

with the two problems that are attempted to be solved in this work: classification, as benign 

or malignant, of tumor samples from patients suspected of suffering from breast cancer; 

and classification, negative or positive, of samples from patients suspected of having type 

II diabetes. [4] 

Artificial Neural Networks (ANNs), Metaheuristics and hybrid algorithms have be-

come efficient tools to solve this class of problems [5, 6]. Due to the massively parallel 

and distributed structure, ANNs have a high capacity for learning, generalization and non-

linear approximation and are therefore suitable for classification [7, 8]. On the other hand, 

Metaheuristics represent a family of approximate optimization techniques that maintain 

the balance between intensification and diversification during the search. This allows com-

plex and difficult problems to be solved efficiently, as is the case with classification prob-

lems [8]. Also, hybridizing these techniques has provided high-quality solutions to these 

problems [10]. This work intends to conduct a study on ANNs, Metaheuristics and hybrid 

algorithms, analysing the characteristics, advantages and disadvantages of their use; to 

then use and adapt these techniques to the classification and diagnosis of potential cases 

of breast cancer and type II diabetes. ANNs based on the multilayer perceptron, called 

BackPbase and BackPmod, two metaheuristic algorithms based on genetic algorithms, GA1x 

and GA2x, and a hybrid algorithm that combines these techniques, GABackP, is proposed to 

provide reliable diagnoses.[11] 

The article is organized as follows. In Section 2, the algorithms that deal with the 

problems in question in the literature are introduced, and the ones proposed here are also 

explained. Whereas section 3 specifies how the experimentation was carried out, the data's 

origin and the results obtained are analysed. The last section summarizes our conclusions 

and future work is projected. 

2. Approximate algorithms used in classification problems 

This section describes approximate algorithms that solve classification problems (eg, 

disease diagnosis), such as multilayer perceptron, genetic and hybrid algorithms. In addi-

tion, each of these descriptions will be accompanied by an explanation of our algorithmic 

proposal. 

2.1. Multi-Layer Perceptron (MLP) 

An MLP utilizes a feed-forward network with supervised training to learn from ex-

amples [12]. A perceptron's main learning method is backpropagation (reverse error prop-

agation), a generalisation of the Delta rule [13]. While not perfect, this strategy has ad-

vanced the discussion of MLPs' potential in a wider range of contexts  

The effects of an input pattern are propagated through the network's hidden layers 

after it is provided as a stimulus to the network's first layer of neurons (forward step). A 

linear combination of the inputs and their corresponding synaptic connections gives a 

weighted total, which is subsequently subjected to an activation function for the purpose 

of said propagation (or weights). Then, a cost function is utilised to compute an overall 

score based on how much of an error was made while comparing the neurons' output to 

the output pattern. The errors are then sent back to the intermediate layer neurons, who 

are directly responsible for contributing to the output. Repeat this process until each neu-

ron in the network has been assigned an error that represents their share of the overall 
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network error. The weights of connections between neurons are adjusted using this 

knowledge to produce more precise outcomes when the same pattern is presented in the 

future. The learning process is accelerated by adding the momentum component to mo-

mentum [13], which accelerates the convergence of the algorithm. Another technique for 

improving learning is adaptive η (Learning rate) [13], which comprises altering the value 

of η during training to prevent the error from becoming stuck because local optima are 

present. 

We propose a pair of MLPs, which we've named BackPbase and BackPmod, as part of 

the solution. We present BackPbase, a backpropagation learning platform. However, Back-

Pmod enhances BackPbase by using momentum and adaptive ' η ' techniques to regulate the 

learning rate and, by extension, the algorithm's convergence. The algorithms were devel-

oped using the guidelines provided by Hertz et al. [14]. In Figure 1 we see the structures 

of BackPbase and BackPmod, where n is the number of input neurons and m is the number 

of hidden layer neurons. The synapses are represented by the matrices.: 𝑊𝑖𝑗
1 (with i = 1, 

…, 𝑚 and j = 1, …, 𝑛) and 𝑊1𝑗
2  (with j = 1, …, 𝑚), as shown in Figure 2. 

Because there are various numbers of qualities being studied in the two cases, the 

number of input neurons differs between them (8 for breast cancer and 9 for diabetes). 

Section 4 provides a description of the configuration procedure that determined the quan-

tity of neurons in the hidden layer. One neuron in the output layer represents the network's 

ultimate classification choice for a particular instance.  

For all MLPs, 𝑊𝑖𝑗
1 and 𝑊1𝑗

2   are created using uniformly distributed random values 

in the [-0.5, 0.5] range. By changing the values of the parameters β, η, you may customise 

the learning error and the number of iterations. A constant named β is used to calculate 

the hyperbolic tangent activation function; it is the learning rate used to adjust the synaptic 

weights during the reverse iteration. The deployment of hyperbolic tangent, exponential, 

and linear activation functions are all being considered. We consider both the mean square 

error and the entropic measure when assessing the pricing [14]. 

The input-output patterns utilised to train the network represent 70% of the data in 

each case study. The evaluation stage makes use of all remaining resources. In order to 

fairly compare the results of the exponential and hyperbolic tangent activation functions, 

the patterns also need to be normalised. Both approaches also employ an incremental up-

date [14] to lessen the possibility of the network forgetting its training material. 

 

Figure 1. General architecture of the MLPs. 
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Figure 2. Synaptic weight matrices. 

In particular, for BackPmod, the constants α, a, b and steps are added. Both α, a and 

b are used to improve η in the momentum and adaptive η techniques; while steps are the 

number of iterations after which the value of η is verified. 

2.2. Genetic Algorithms (GAs) 

Since evolutionary algorithms are frequently employed to describe the progressive 

improvement of a population through Darwinian natural selection, GAs [15] are particu-

larly well-liked as a subset of Metaheuristics. By maintaining a pool of candidates (indi-

viduals) and promoting both the creation of new knowledge (via mutation) and the distri-

bution of current knowledge, they are technically engaging in a two-way search (by cross-

over). 

Which individuals will be permitted to reproduce (through crossover and mutation) 

is determined by probabilistic selection operators [15]. (roulette, ranking, binary tourna-

ment etc.,). 

Newly born people increasingly replace the existing population over time. This type 

of replacement aims to preserve the best individuals while eliminating everyone else (elit-

ism). Depending on whether the existing population is taken into account, there are two 

different replacement strategies that can be used: (𝜇; ) if the replacement is carried out 

by selecting individuals from the union of the existing population and the population of 

children, and (𝜇 + ) if it is carried out by using only the population of children [16]. 

Both of the proposed GAs, GA1X and GA2X, represent people with actual numbers, 

and they select their parents in a binary tournament. The elitist replacement procedure (𝜇 

+ ) also uses this selection mechanism. Altering a randomly chosen gene (one compo-

nent of the solution) is another method they employ to cause mutation in a person with a 

predetermined chance of success (pm). 

The crossover approach used sets GA1X and GA2X apart from one another. The use of 

a crossover at a single point in time, as demonstrated by GA1X, is one technique to put a 

standard GA to the test. Similar to this, GA2X employs a two-point crossover to increase 

the genetic variety of each offspring. Both operators are employed with some assurance 

(pc). 
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An individual's genetic makeup is based on the synaptic weights of an MLP, as shown 

in Figure 3. Individuals are represented by a vector in this case as opposed to MLPs where 

they are organised in a matrix. We produce random values in the range [-0.5, 0.5] for each 

connection weight, which represents the individual's gene, using a uniform distribution. 

 

 

 

 

 

 

 

 

 

 

 

Figure 3. The usual composition of a GA population. 

One measure of fitness is the typical number of incorrect diagnoses made when trying 

to classify instances of diabetes or breast cancer. The better a person's fitness level, the 

less mistakes they make. In other words, calculating the mean error by only running the 

forward step of the MLP throughout an epoch is akin to evaluating someone's fitness. 

2.3. Hybrid Metaheuristics 

Combining algorithms such as metaheuristics, mathematical programming, con-

straint programming, and machine learning techniques provide powerful search algo-

rithms for solving NP-hard problems [17]. Our hybrid proposal, GABackP, combines me-

taheuristics with machine learning techniques by integrating the ease of adaptation of GAs 

with the machine learning present in MLPs. The GA provides the containing structure, 

and the MLP is used as the mutation operator. 

Unlike those implemented by GAs, this new mutation operator does not apply a 

"blind" mutation but rather a "smart" mutation. This is because the MLP mutates the indi-

vidual, trying to minimize its classification error. With this, it is hoped that the individual 

will increase its probability of survival during evolution. 

The figure 4 shows the GABackP mutation process, which is achieved by entering the 

individual into the network and training it to refine the fitness of said individual. First, the 

individual is decomposed into two vectors: 𝑤𝑖𝑗
1  and 𝑤𝑖𝑗

2  . The vectors are restructured in 

the matrices that make up the synaptic connections of the network, then training of the 

MLP is carried out as explained in their design. Finally, the inverse work to the decompo-

sition of the individual is carried out, converting the matrices into vectors and obtaining a 

mutated individual. 
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Figure 4. Mutation of an individual by means of RNA. 

3. Experimentation and Analysis 

This section explains the methodology used to carry out the experiments, and the 

results obtained are analysed and compared with those published by Alba and Chicano in 

[9]. The experiments use data from real cases stored in public repositories and are carried 

out on identical PCs equipped with: Intel Atom CPU N2600 processor, 1.6GHz, 2GB 

DDR3 RAM and Microsoft Windows 10 Ultimate x86. 

In the case of breast cancer diagnosis, the data used belongs to the University of Wis-

consin1 and consists of 699 instances composed of 8 attributes each. 65.5% (458) of these 

cases correspond to instances classified as benign and the rest as malignant. Meanwhile, 

the data used for the diagnosis of diabetes belong to the National Institute of Diabetes and 

Digestive and Kidney Diseases and correspond to patients belonging to the Pima aborigi-

nal group. They consist of 500 instances with 9 attributes each, of which 325 (65.1%) are 

classified as negative, that is, non-diabetic patients and 175 (34.9%) are positive; that is, 

they correspond to diabetic patients. 

Table 1. Parametric configuration for each algorithm and case study. 

 

The parametric configuration used in the experiments (see table 1) arises from com-

paring the results obtained by giving each parameter different values and performing all 
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possible combinations of them3. For each algorithm and case study, the parameter config-

uration that offers the best results, in terms of mean training errors, is chosen. With the 

chosen configurations, each algorithm is executed 30 times to obtain a reliable sample and 

to perform a statistical analysis of the results to determine if there are significant differ-

ences between them and which ones differ. For the latter, the ANOVA test is applied if 

the data follow a normal distribution or the non-parametric Kruskal Wallis test otherwise; 

both with a confidence level of 95%. 

 
 
 
 
 
 
 
 
 
 
 

 
 
 
 

Figure 5. Box-plot diagram of each algorithm's mean square error obtained for the case study: 
Breast cancer. 

 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 

Figure 6. Box-plot diagram of the mean square error obtained by each algorithm for the case study: 

Type II diabetes. 

The analysis of the results obtained in the experimentation can be deduced from the 

box-plot diagrams shown in figures 5 and 6. These graphs allow visualizing of the error 

made by each algorithm in all the executions and reflect the results of the analyses statis-

tics. That is, whether or not there are significant differences in their behavior. On the one 

hand, we analyse the results related to the case study 'Breast cancer' shown in Figure 5. 

First, it is observed that the algorithms that classify with errors close to zero are BackPbase 

and BackPmod. In addition, there are no statistical differences in their behaviors, being 

BackPbase the one that obtains the minimum error. Meanwhile, GA1X and GA2X classify 

with relatively low errors (approximately 5%) and present statistically similar behaviors, 

with GA2X making the least error. Finally, and with errors ranging between 5 and 7%, we 

find GABackP, whose behavior is significantly different from that of the other 4 algorithms. 
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On the other hand, figure 6 allows us to analyse the results obtained for the study case 

'Type II Diabetes. The five algorithms behave in a similar way as for the case of breast 

cancer, but this time the minimum error is greater than 6%. 

In [9], the authors propose a GA, an MLP called BP and two algorithms that hybridize 

these techniques under the name GABP and GALM to solve the two case studies discussed 

here. The metric used for the comparison is known as Classification Error Percentage 

(CEP), which indicates the percentage misclassified by the algorithm in question. The av-

erage of these values for BackPbase, GA2X, GABackP, BP[9], GA[9], GABP[9] and 

GALM[9], in each case study, is shown in Table 2. 

𝐶𝐸𝑃 = Mean Error × 100 . . . Eq. (1)  

Analyzing Table 2, it is observed that, in both study cases, BackPbase and GA2X incur 

fewer classification errors than those made by BP and GA, respectively. This decrease in 

PEC values varies between 38 and 77%. However, in the two works, it is noted that the 

algorithms based on MLP improve the results obtained by those based on genetics between 

20 and 94%. 

 

Table 2. Average of the PEC values for each algorithm and case study. 

As for the hybrid algorithms, GABackP, GABP and GALM, significant differences in 

behavior are observed depending on the case study analyzed. For breast cancer, the PEC 

values corresponding to the two hybrid versions proposed in [9] are between 5 and 300 

times lower than those of GABackP. Instead, for the second case, it is GA-BackP that incurs 

an error 2 and 3 times smaller. However, these hybrids do not outperform the MLPs. 

4. Conclusions 

 In this article, two multilayer perceptrons, two genetic algorithms, and an algorithm 

that hybridizes the previous ones were developed to solve classification problems in med-

icine: diagnosis of cases of breast cancer and type II diabetes. These algorithms were eval-

uated using real test cases published by institutions recognized by the scientific commu-

nity, and their behavior was compared with that of other algorithms published in the liter-

ature. 

Once the experiments were carried out, it was observed that the algorithms based on 

MLPs are the ones that offer the best results, followed by the GAs, leaving the hybrid 

algorithm in last place. From the comparison with other algorithms in the literature, it 

BackPbas

e
BP GA2X Go GABackP GABP GALM

Breast Cancer 0.59 0.96 5.32 17.6 8.37 1.5 0.02

Type  II Diabetes 6.85 22.85 8.61 38.28 10.61 38.28 29.7
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emerged that the algorithms proposed here obtained better results in five of the six com-

parisons made. 

In future lines of research, we will first try to improve the performance of the GAs 

by incorporating heuristics in the genetic operators. Finally, and in order for the hybrid 

algorithm to achieve the expected results, improvements will be analyzed in the imple-

mentation of the mutation operator to accelerate convergence to the minimum error. 
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